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i CENTRE OF EXCELLENCE

Since the coining of the term Artificial Intelligence (Al) by John McCarthy in 1956, the field has
evolved incrementally over the 7 decades that followed through predictive algorithms that
can recognise patterns and predict future events. In that context, the relatively recent
introduction of the text, image, audio, and video creating Generative Al (GenAl) has
been truly revolutionary: GenAl has the potential to increase the GDP of the world by USD
6.1 - 7.9 trillion’, increase developer productivity by 30%° and is on track to becoming an
integral elementin our professional lives with multiple Copilots’launched in 2023-2024.

The technology and banking sectors are in pole position to benefit from GenAl*:

Generative Al productivity impact by industry and business function
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Hightech 4.8-9.3 240-460 - -
Sy |
Pharmaceuticals and
medical products 26-4.5 60-110 - -
Education 2.2-4.0 120-230 - -
Telecommunications 2.3-3.7 60-100 - -
Healthcare 1.8-3.2 150-260 - -
Insurance 1.8-2.8 50-70 - -
Media and entertainment 1.8-3.1 80-130 - -
Advanced manufacturing? 1.4-24 170-290 - -
Consumer packaged goods 1.4-2.3 160-270 -
Advanced electronics
and semiconductors 1.3-2.3 100-170 -

Figure 1: GenAl's impact on business functions across industries®

However, the full realisation of the potential of GenAl is obstructed by a myriad of challenges.
Questions remain regarding the veracity, availability and ownership of the data
required to power GenAl models, the imperative for dependable and equitable access to
computing resources, and the looming spectre of job displacement (projected at 40% for
all Aluse cases by the International Monetary Fund®).
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CHAPTER 1: The Development of Al

Brief History of Al (1950 -2010)

Since the introduction of Al in the 1950s, the field has gone through ebbs and flows in the 7
decades that followed inits pursuit of replicating the cognitive power of humans’:

Brief History of Artificial Intelligence (1950 - 2010)°

4 ) 1950: Alan Turing proposes the question, "Can machines
think?" in his article, Computing machinery and intelligence.

1950 - 70: Al emerges
as a field due to the
convergence of
algorithms, hardware
and automation
(which were all

accelerated due to ) ,
World War II) 1959: An IBM researcher, Arthur Samuel, coined the term

Machine Learning for the ability of computers to learn
without being explicitly programmed, inspired by the first
\_ Y, self-learning algorithm created in 1958.

1956: MIT's John McCarthy assigns the term Al to computer
programs that can engage in task requiring high-level
mental processing. Following earlier funding from US Gov in
1963, MIT's Joseph Weizenbaum creates the first chatbot
ELIZA in 1966.

1973: British Science Research Council published the

1970 - 90: Period of Al winters Lighthill report which presented Al in a pessmistic light and
where the initial hype driven by stated that "In no part of the field have discoveries made so
scientist predictions could not far produced the major impact that was then promised", in

survive the poor results produced response, UK and US cut funding.
by very expensive and ineffective

early Al systems. This led to a 1981-92: Japan spent more than USD 400 million on a
combination of decline in funding commercially failed project called Fifth Generation
and failed commercial projects. Computer Systems which aimed to develop computers with

reasoning ability.

1997: World Chess Champion Gary Kasparov was defeated
1990 - 2010: Al Expert systems, by IBM's Deep Blue.

created to mimic decision making
process of human experts 2003: NASA landed two rovers onto Mars that navigate the

surface of the planet without human intervention.
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Evolution of Computer Hardware’

Initially, all computer processors had their logic programming custom-built into their
physical architecture, an approach that made their research and development
prohibitively expensive, which created a shortage of engineers and made devices
comparatively large and cumbersome.

1965: Intel co-founder Gordon Moore predicted that processor capacity will approx-
imately double every 24 months.

1971: Intel launched the first microprocessor Central Processing Unit (CPU) builton a
single chip Intel 4004, which delivered the same computing power as the first electronic
computer which had filled an entire room. This general-purpose chip could be mass
produced and then programmed, making computer cheaper, more powerful and
smaller.

1999: NVIDIA releases the world's first Graphics Processing Unit (GPU). While a CPU
handles all tasks for running computer software, a GPU is more efficient at handling
complex mathematical operations by running them in parallel. In 2009, Stanford
scientist Andrew Ng showed that using GPUs is 70 times faster than using CPUs for
certain Al tasks.

2002: Amazon launched Amazon Web Services (AWS) which offered cloud based
storage and computing power, lowering the costs of data storage and computation.
Google and Microsoft release their cloud offeringsin 2010.

The success of rule-based Al expert systems from 1990 onwards was mainly due to the
continued improvements in computing hardware that enabled the storage and execution of
extensive libraries of instructions. For example, IBM's Deep Blue evaluated 200 million chess
positions per second due to its brute computing prowess.”” Even though these Al expert
systems perform well in automating human tasks, they have key limitations, such as the
inability to learnindependently and the need for structured data.

Evolution of Computer Software

The interest in self-learning algorithms dates back to 1950-65, a period which saw great
enthusiasm in Machine Learning (ML). Inspired by how a network of neurons in the human
brain functions", psychologist Franck Rosenblatt in 1958 proposed the perceptron algorithm
whichis a simple network of a single neuron and could distinguish cards marked on the left side
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from those marked on the right side™. In 1965, scientists lvakhnenko and Lapa proposed the
first general working learning algorithms with multilayer artificial neural networks”. Till date,
the Artificial Neural Network (ANN) is the most popular ML model. Even though the algorithmic
concepts for machines to self-learn were introduced in the 1960s, the data, techniques, and
computing power to train these networks were not ready till an inflexion point around 2010.

The Deep Learning Era (2010 onwards)

The introduction of the Internet in 1991, followed by the mass proliferation of broadband, the
personal computer, and the smartphone in the 2000s, solved the problem of data needed to
train self-learning ML models. Advancements in data availability and hardware capacity fuelled
the realisation of the subset of ML called Deep Learning. Deep learning uses layers of
connected neurons (or software-based calculators™) that are especially effective at learning
from unstructured data such as images, text, and audio. Deep learning models solve the
problems posed by Al expert systems: they don't need to be built as an extensive rule
library and can use unstructured data to solve previously unseen problems. Deep
learning models accelerated the ability of Al to recognise and understand language,
handwriting, speech, and image, and now Al systems can perform these tasks better than
humans (benchmarked using standardised tests):

Language and Image Recognition Capabilities of Al Systems'”

Test scores of the Al relative to human performance
+20

TN systems pcrform better than
0<-Human performance, as the benchmark, is set to zero. ,/x the humans who did these tests

1A\ systems perform worse

-20
-40
Reading
-60 compre-
hension
-80 Handwriting recognition Language understanding

Speech recognition Image recognition

-100

\

Data source: Kiela et al. (2021) - Dynabench: Rethinking Benchmarking in NLP
OurWorldinData.org - Research and data to make progress against the world’s largest problems. Licensed under CC-BY by the author Max Roser

T I I I T T I T I
2000 2005 2010 2015 2020
The capability of each Al system is normalised

to an initial performance of -100.
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GenAl emerged as a subset of deep learning, where Foundation Models (FM) (such as GPT-4)
trained on veryvast and varied types of unstructured data can now generate text, image, audio,
and video. FMs, different from earlier deep learning models that can often perform only one
task, are versatile and allow businesses to solve various business cases with the same one
model™. Asubset of FMs is a Large Language Model (LLM) that can generate text by processing
massive amounts of text and learning the relationships between words. Fine-tuning is the
process of adapting pretrained FMs to perform better by understanding nuances, terminology,
and specific patterns for a specificuse case.

Relationship between Al, ML, Deep Learning and GenAl
Artificial
Intelligence

Machine
Learning

Deep

Learning

Generative
Al

Progress of Deep Learning Models and Their Training Computation (2010 onwards)”

The color indicates the domain of the Al system: ®Vision ® Games ® Drawing ® Language ® Other

Srt\own on thg vertical al'):ISAISI the training computation Minerva: built in 2022 and trained on 2.7 billion petaFLOP-.
that was used to train the SyStemS- Minerva can solve complex mathematical problems at the college level. ™\

- PaLM: built in 2022 and trained on 2.5 billion petaFLOP
10 billion petaFLOP Pal M can generate high-quality text, explain some jokes, cause & effect, and more.

GPT-3: 2020; 314 million petaFLOP — X
GPT-3 can produce high-quality text that is TR ®
often indistinguishable from human writing.
— DALL-E: 2021; 47 million petaFLOP L4
100 million petaFLOP DALL-E can generate high-quality images from written descriptions. ®
NEO: 2021; 1.1 million petaFLOP

\
3.
(]
Recommendation systems like Facebook’s NEO determine what you see on ° &

your social media feed, online shopping, streaming services, and more.

illi o® ot
1 million petaFLOP AlphaGo: 2016; 1.9 million petaFLOP o %o
AlphaGo defeated 18-time champion Lee Sedol at the ancient and highly ™Y
complex board game Go. The best Go players are no longer human.

AlphaFold: 2020; 100,000 petaFLOP P
10,000 petaFLOP AlphaFold was a major advance toward solving the protein-folding problem in biology. ® P4

MuZero: 2019; 48,000 petaFLOP
MuZero is a single system that achieved superhuman performance at Go,
chess, and shogi (Japanese chess) — all without ever being told the rules. ,0 @

100 petaFLOP AlexNet: 2012; 470 petaFLOP— e el o

A pivotal early “deep learning” system, or neural network with many layers, that [
could recognize images of objects such as dogs and cars at near-human level.
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The Data and Hardware Supply Imbalance

With various open-source FMs available for use, a greater detail of attention is being paid to the
other two enabling factors: the data and the hardware. It is critical to have a resilient supply
of both 1) data and 2) GPUs to drive the adoption of deep learning models across
industries and sectors.

However, there are challenges with both:

1) The high-quality language data to train deep learning models is predicted to run out by
2026". This supply challenge is further exacerbated by questions over which data can be
used to train the models and who owns it. Synthetic data is emerging as an avenue to supply
reliable data without high-quality real data.

2) NVIDIA has a monopoly over GPUs, which has quadrupled its stock since the start of 2023. On
15 February 2024, the company rose to number four on the world's most valuable
companies, overtaking Amazon and Alphabet. Against the backdrop of the macroeconomic
and geopolitical landscape of 2024, the strategic significance of GPU supply has been further
heightened, emphasizing the importance of resilient supply chains and the mitigation of
concentrationrisks.”

NVIDIA's meteoric rise since January 2023

Il NVIDIA I Alphabet Amazon

.. 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

Thereis anincreased spotlight on key global manufacturing hubs that create GPU components
(like semiconductors) and trade routes that ship them between stages of the manufacturing
lifecycle. To counter these forces, actions are underway to diversify the supply chain and
bake resiliency into the availability of ‘the gold of Al.*
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The Global Semiconductor Trade”'

Involvement in semiconductor-related trade

Netherlands 4%

United Kingd 2%
nitecRingdom “" Germany 5%

France 2%
United
States 12%

b Mexico 3%

>10%
B 3%to10%
1% to 3%

< 1%

(% of world trade in semiconductor production chain)
Countries with more than 1% share are labelled in the map

Mainland China
+ Hong Kong 22%

b
» {,‘) Japan 5%

South Korea 6%
]

Taiwan 7%
Vietnam 4%

A
\ 4
Malaysia 3%

Thailand 2%

Data source: BAC| database (2021), RaboResearch
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CHAPTER 2: Globally divergent approaches to Al governance

With the expansion of global dependence on Al, there has been a naturally correlated increase
in policymaker interestin Al - the number of bills containing Al increased from 1in 2016 to 37in
2022.” The differing approaches to governing Al include risks-based, rules-based, principles-
based, and outcomes-based.”

Definition

Benefits

Challenges

Example

Divergent approaches to Al governance across the globe*

Focuses on
classifying and
prioritising risks

in relation to the
potential harm Al
systems could cause

— Tailored to
application area

— Proportional
to risk profile

— Flexible to
changing
risk levels

— Risk assessments
can be complex

— May create
barriers to market
entry in high-risk
areas

— Assessment and
enforcement can
be complex

EU: Atrtificial
Intelligence Act,
2023 (provisional
agreement)

Lays out detailed and
specific rules, standards
and/or requirements for
Al systems

— Potential reduction
of complexity

— Consistent enforcement
possible

— Rigidity can increase
compliance costs

— May be unreliable
to enforce

China: Interim

Measures for the
Management of Generative
Al Services, 2023

Sets out fundamental
principles or guidelines
for Al systems, leaving the
interpretation and exact
details of implementation
to organisations

— Intended to foster
innovation

— Adaptable to new
developments

— Can encourage sharing
of best practices

— Potential
inconsistencies
with interpretation
of principles

— Unpredictable
compliance and
impractical enforcement

— Potential for abuse by
bad actors

Canada: Voluntary Code
of Conduct for Artificial
Intelligence, 2023

Focuses on achieving
measurable Al-related
outcomes without defining
specific processes or
actions that must be
followed for compliance

— Can support efficiency
— Flexible to change

— Intended to foster
innovation

— Compliance can
be cost-effective

— Scope of measurable
outcomes can be
vague

— Potential for diffused
accountability

— Limited control
over process and
transparency

Japan: Governance
Guidelines for
Implementation of Al
Principles Ver. 1.1, 2022

While there are differing approaches to governing Al, the policymaking community is

increasingly converging on a set of core principles™:

1. Safety and security: Focused on physical safety, prevention of harm and protection
against malign attacks (notable incident: USD 25 million lost to a deepfake attack™)

2. Inclusivity and Fairness: Prevention of unjust bias against one or more groups (notable

incident: Google pauses Geminiimage creation®)
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3. Transparency and explainability: Transparency and explainability of an Al model's

purpose, scope, limitations and how it is trained (notable incident: US Senate Al Insight
Forum Written Statementin Nov 2023%)

4. Respect for Intellectual Property (IP) considerations: Respect for IP rights over the
data used for model training and clarity on IP rights of the output from the Al model
(notable incident: New York Times sues OpenAl for use of copyrighted data®)

5. Ensuring fair competition: Avoiding excessive dependency on specific providers of Al
models or associated infrastructure (notable incident: US FTC launches inquiry into the
impact of Generative Al Investments and Partnerships of Microsoft, Amazon, and Google
onthe competitive landscape™)

. W Notable mention of regulatory action: EU is leading the way with its Al Act
' which assigns applications of Al to three risk categories. First, applications
and systems that create an unacceptable risk, such as social scoring, are
banned. Second, high-risk applications, such as a CV-scanning tool that
ranks job applicants, are subject to specific legal requirements. Third,
applications not explicitly banned or listed as high-risk are largely left
unregulated.

w Notable mention of harmonisation efforts: The UK organised the Al Safety
. Summit on the 1 and 2 November 2023 at Bletchley Park,
Buckinghamshire and brought international governments, leading Al
companies, civil society groups and experts together to discuss how risks
N rising from the “Frontier” of Al (i.e. GenAl) can be mitigated through
internationally coordinated action. The Bletchley Declaration was signed
by 28 attending major countries to support an internationally inclusive
network of scientific research on frontier Al safety that encompasses and
| complements existing and new multilateral, plurilateral and bilateral
collaboration.*

How do deep learning models impact the governance discussion?

Given deep learning models (like FMs) utilise vast amounts of unstructured data, there
are certain nuances to the governance of self-learning intelligent systems™ (as compared
to Al expert systems):

1. Biasriskincreasesiftraining datais biased, or the underlying FM is developed unfairly.

2. Explainability and transparency risksincrease as models are not based on aset of rules.
3. Reliabilityriskincreases as models can produce different answers to the same prompt.
4

Privacy risks increase as models could include prompt information in output for other
users (as they self-learn and improve), enabling the identification of users.

5. IPrisksincrease asvast quantities of data are used to train and fine-tune models.
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CHAPTER 3: Adoption of GenAl in Financial Services

The adoption of GenAl within financial services is broadly still at the level of experiments
and testing, mainly due to a lack of regulatory clarity and concerns around security,
reliability, and bias.

GenAl use cases at financial institutions with indicative examples*

jl Improving customer experience: Commerzbank will use Microsoft’s
COMMERZBANK Azure OpenAl service to build and launch an Al Banking Avatar which
combines GenAl and Avatar technology for customer facing applications.

Creating digital experts: Morgan Stanley launched the “Al @ Morgan
Stanley Assistant” in September 2023. The tool gives 16,000 financial
advisers the ability to quickly find and synthesize answers reducing their
time spent on documentation and enhancing operational efficiency.

Morgan Stanley

Delivering software faster: Goldman Sachs is working on a GenAl
g!t?]l;lan project that writes code in English-language commands and generates
documentation.

Obtaining real-time estimates of inflation expectations: The Bank of
International Settlements is working on a Central Bank Language Model
(CB-LM) project which adapts LLMs to central bank terminology and
increase accuracy from 50-60% to 90%.

Enhancing real-time transaction monitoring: Mastercard's “Decision
Intelligence Pro” technology uses GenAl to scan one trillion data points in
real time to predict whether a transaction is likely to be genuine or not -
this boosts fraud detection rates on average by as high as 300% in some
instances.

Aiding central bank employees to create and assess information
quickly: The European Central Bank (ECB) is exploring multiple use cases
of GenAlforinternal efficiencies.

Augmenting fraud and suspicious activity detection systems: Capital
One and JPMorgan Chase have leveraged GenAl to significantly reduce
false positives, improve detection rate, reduce costs, and improve

JPMorgan _ .
customer satisfaction.
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CHAPTER4:The Al Opportunityin 2024

To truly harness the potential of Al and drive the deep and pervasive adoption within the
financial servicesindustry, the following actions are required:

1.

a)

Policy Action

Global organisations need regulatory clarity to implement Al roadmaps: Various
jurisdictions have issued Al guidelines and regulations (both generic and sector-specific),
resultingin organisations facing diverging requirements before implementing Al.

Technology Action

Clear technology roadmaps are needed to overcome legacy data and technology
infrastructure debt: To utilise internal data to build industry specific use cases and
integrate Al with existing highly customised technology infrastructure (like cloud and
databases), organisations will need to devise implementation roadmaps which overcome
legacy challenges.

Hardware Supply Resilience

Regional, national, and business strategies need to create resilient chip supply: There
is an opportunity to create resilient supply chains that ensure access to chips and their
components in the face of 1) concentration risks and 2) geopolitical, macroeconomic and
trade tensions. (notable investments: The US Congress announced the CHIPS Act of 2022 to
strengthen semiconductor manufacturing, research, and design®, TSMC opens first Japan
Factory®, Japan to invest USD 67 billion in chips”, Intel to invest over EUR 30 billion in
Germany for chip making™).

Alignmenton Data Usage

Data owners need to work with policymakers as well as business and technology
leaders to firm up data usage guidelines. Clear guidelines need to be in place for
technologists to be able to use both internal and external sources of data without worrying
aboutIntellectual Property infringement.

Data owners need to work with
policymakers as well as business
and technology leaders to firm up
data usage guidelines
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b) Technology strategies will need to incorporate synthetic data: In the absence of new

a)

b)

d)

14

sources of real data, the demand for synthetic data will go up.” Apart from using
synthetic data for training, trained GenAl models are well-suited to produce synthetic
data for all analytical use cases.

Ensuring Safe, Inclusive and Ethical Adoption of Al

All LLMs should be fair and transparent by design: Technologists should ensure that the
models created have sufficient transparency and explainability. Policymakers should
ensure that in cases of unethical usage, there is a clear matrix of accountability and
ownership.

Greater cybersecurity efforts are required to protect the digital economy against
deepfake and other fraud: GenAl has bolstered cyber attackers by providing them the
ability to convincingly impersonate personalities and use deepfakes across new channels

(such as conference calls). These attacks grew by over 700% from the first to the second half
of 2023,

Ecosystem strategies need to provide options for smaller organisations toimplement
Al: To ensure that smaller organisations with limited computational power can also harness
the full potential of Al, there is a need to work on public utilities* and software which
increase efficiency of existing hardware.”

The Al revolution needs to include the Global South: Efforts need to be made that the
global south has a fair access to Al infrastructure and is fairly represented in the data that is
used for training LLMs. [This topic will not be a key discussion item at Point Zero Forum and will
instead be discussed at Elevandi's platforms in Africa - 3i Africa Forum in Ghana (May 2024) and
Inclusive FinTech Forum (August 2024).]

e

e Gt
8

"pl"[iﬁli}i'tijiqn'lql

Greater cybersecurity efforts
are required to protect the
digital economy against
deepfake and other fraud 5y
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6. Alignmentof Long-Term Policy, Business, Technology and Capital Roadmaps

Global public and private sectors need to collaborate on investing capital and
resources in Al research: While understanding near-term roadmaps will help organisa-
tions move forward, there needs to be collaboration on the long-term roadmap to harness
the full potential of Al.

' CHAPTERS5: The Future of Al

Foreseeingthe future of any technological force is a challenge and when a field like Al is evolving
at an unprecedented pace, it becomes even more daunting. Instead of peering through a
crystal ball and forecasting what Al will look like 10 or 20 years from now, below are some
factors to keep in mind and best prepare for a VUCA (volatile, uncertain, complex, and
ambiguous) future:

1. There is a need to balance optimism with caution. We have a precedent: scientists like
Marvin Minsky (an early Al pioneer) inaccurately predicted in 1970 that “from three to eight
years we will have a machine with the general intelligence of an average human being"* and
heralded an Al winter due to this over-optimistic promise being unfulfilled. Hence, there is
a risk of a GenAl winter being ushered in due to the costs of implementing GenAl
outweighing the positiveimpact promised.

2. Al governance efforts will need to converge and might be driven by global
organisations like the United Nations®, as Al's perceived threat becomes far-reaching
and is considered by some sections of society an existential risk possible of causing human
extinction at par with a pandemic or a nuclear war.”

3. Alisafield made possible by the amalgamation of various independent realms such as
hardware, software, and data, coming together. Just like the varying degrees of evolution of
these spheres broughtto us the last 7 decades of Al, the next decades will depend upon how
they each shape up and how their intersections play out. For example, quantum

“AI has the opportunity
to bridge the current

digital divide 9y
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computing might unlock the next step change in computing power to make deep learning
models even easier to train by reducing the need for data by 10 times to 300 times.*

4. Al will continue to exist in a world constantly evolving and there will be dependencies
on the forces such as blockchain and the transition to a net-zero world. At a more
philosophical level, there will also be a need to further collaborate with fields such as
psychology and neuroscience to understand better Al's impact on the human mind and
society.

5. Al has the opportunity to bridge the current digital divide caused by the internet being
runin a few languages like English, Spanish, and Mandarin. The quality, quantity, and type of
data used to train deep learning models are key for Al's success and will remain key. As the
data generated on the internet used to train deep learning models is limited to a few
languages, there is a need to ensure greater linguistic representation of the world's 7000
languages”.

6. The future of the workforce calls for augmenting human capabilities through
partnerships with machines, not replacement. Even though the early GenAl models
have shown promise by passing the bar exam, negotiating contracts, and answering
medical questions®, there is still a need to ensure these outputs are trustworthy, safe, and
ethical.
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CHAPTER 6: Cover

GenAl coverage at Point Zero Forum 2024

Masterclass on Al: From Turing to Transformer

* How did Deep Learning emerge from the evolution of computer hardware, software and data?
* What is the impact of geopolitics, macroeconomics and trade fractures on tech adoption?

Masterclass on Quantum Technologies: Decoding the Future of Computing

* What are the fundamental principles of quantum computing, and how has its evolution
unfolded to its current state?

* How are quantum computing applications currently shaping financial services, and what
developments should organisations consider for strategic future-proofing?

Al Under the Scanner: Global Policymakers’ Dialogue on Creating Guardrails for Al

* What is causing policymakers to consider regulations?
* What efforts are underway to harmonise globally divergent Al regulations?

Intelligent & Auto-Learning Financial Systems

* What are the challenges faced by financial institutions in the current implementation of Al, and
what strategies are being employed to overcome these hurdles?

* How can financial institutions develop comprehensive roadmaps and blueprints to maximise
the benefits of Al while addressing regulatory, ethical, and operational considerations?

A Philosophical Dialogue on the Impact of Al and Quantum Computing on Human Society

* How do advancements in Al and quantum computing challenge traditional notions of human
agency and decision-making processes?

* How should society navigate the potential convergence of Al and quantum computing to
ensure responsible outcomes?
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